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This paper deals with the modeling and control strategics of the motion of wheeled mobile 
robot. The model of the mobile robot has two driving wheels and the azimuth and velocity are 
dependently controlled by two PID controllers. The PID controller is one of the earliest and 
famous industrial controllers. It has many advantages: It is economic, simple easy to be tuned and 
robu.~t. The tuning of these controllers is governed by system nonlinearities and continuous 
parameter variations. lbis paper deals with the optimal design of a PID controller for path 
tracking of mobile robot by using genetic algorithms (GA). The designed controller is tested for 
different paths. 
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1. Introduction 

Autonomot1s robots may act instead of 

hwnan beings. The robots are able to 

acco mplish many tasks in dangerous places 

where humans cannot enter, such as sites 

where harmful gases or high temperature are 

present, a hard environment for humans. 

C!euning robots and cargo delivery can work 

automatically and save costs by performing 

various routine tasks [1,2]. 

The PID controller ha~ been used to 

control about 90% industrial processes 

worldwide [3]. The main problem of that 

simple controller is the correct choice of the 

PIO gains. To tune the PID controller, there 

are number of strategies, the most famo us, 

wh ich is frequently used in industrial 

applications, is the Ziegler-Nichols m ethod 

(4,5,6). Moreover, GA was another meth od 

for tuning procedure. The advantage of tuning 

with GA is the ability of choosing controller 

gains which optimize drive performance 

based on multi objective criterion without 

tripping in a local minima solution [4). 

2. rIDand GA 

Despite the development of more advanced 

control strategies, the majority of industrial 

control systems still use J'ID controllers 

bccau~ they are stundard industrial 

com ponents, and their principle is well 

understood by engineers, which is most 

widely used control structure in the control 

in dustry, this is becuuse PID c-onlrollers are 

easy lo tune, easy to implement, and available 

at little coot [3]. 
It can give a good performance for s table 

linear processes. Self-tuning and adaptive PID 

design approaches can overcome the 

operating point varying parameters [5]. 

The controller output U in S-dom:a.in i$ 

given by the following equation: 

U (s) = .l/ l+ -
1 + T .• -)E (s ) . .. (1) 

l T,s 1-• (T4s/ N) 
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Where: 
Error (1:i) ... reference (r) . actual (y). 

K: Proportional gain. 

Ti: Integral time. 
Td: Derivative time. 
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N : Filter factor to limit the noise generated 

in the derivative action [5,3,7}. Fig.l shows 

the structure of PIO. r-- __ __ .. - ·- _ .. --- --- - -·1 

j I . ~,,;T;-~Nl h7; ! 

' ' . r r ~ · " ) "f ! --··re·- r' I' -y+-·•-~ .. ,~ ... · ·r .;.::.. i ..... i-i-1 

I .. I "'° . 1 : :, ·-- - - ' _, : I 
. I L r~n,.. . ..':~~·.r I i : 

I = ---··- ·- · - --·- · ' 1· 

I .. .. ,_.. .. .. .. _ .. •- .. ... -.. .._ .... .. .. ... . I . 

Fig.] General Struclure of P/D control loop 

A proportional controller (K~) will have the 

effect of reducing the rise time and will 

reduce, but never eliminate, the steady-state 

error. An integral control (K;) will have the 

effect of eliminuting the steady-state error, but 

it may make the transient response worse. A 

derivative control (K4) will have the effect of 

increasing the stability of the system, 

reducing the overshoot, and improving the 

transient response [8].Note that these 

concla1ions may not be exactly accurate, 

because Kp, Ki , and Kd are dependent of each 

other. In fact, changing one of the~ variables 

can clumge the effect of the other two. 

In this paper, we propose a GA-based 

optimal design of a PID controller to ~olve the 

control problem of a mobile robot. The 

application of G As can broadly be cla.~sified 

into two distinct areas: off-line optimization 

and on-line optimization. 

Off-line optimization have proved to be 

the most popular and successful. 

On-line optimization tend to be quite rare 

because of the difficulties associated with 

using a GA in real-time and directly 

influencing the operat ion of the system [9]. lt 

operates on lhc principle of the survival of the 

finest. A constant size population of 

individuals, each of them is represented by a 

fixed number of parameters which are coded 

in binary form (chromosomes); encode 

possible solutions of a given problem. An 

initial population of individua ls {possible 
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solutions) is generated at random by using 
trial and error method to obtain a good result. 
The allowable range of variation for each 
parameter is given. There are three main 
operators that constitute the genetic algorithm 
search mechanism: selection, crossover lt!ld 
mutation. In every evolutionary step, known 
as a generation, the individual of the current 
population (or family) are decoded and 
evaluated [10,ll]. 
The three operators are implemented 
iteratively, eacb iteration produces a new 
population of solutions (generation). The 
genetic algorithm continues to apply the 
operators and evolve generations of solutions. 
until a near-optimum solution is found or the 
maximum number of possible generations is 
produced. Fig.2 shows the algorithm 
flowchart. From simulation results, the near
zero errors for Azimuth and Velocity can be 
achieved with appropriate controller 
parameters tuning based on GAs. 

No 

1n,,fa1 
Popul•t• 

As:s.ig,n fitne&$ 
lo Populotiou 

Crcat<; 11cw Gene,azion 
(Reproduction, 

Crossover. Mu,otiol\) 

Ye 

Fig.2 The genetic algorlthn, flow chart 
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3. Dynamic Model 

Mobile robots have received a great deal of 
research in recent years. A significant amount 
of research has been published in many 
aspects related to mobile robots. Most of the 
research is devoted to design and develop 
some control techniques for robot motion and 
path planning [12). A large number of 
researchers such as [ 13-15) have used 
kinematic models to develop motion control 
strategy for mobile robots. Their argument 
and assumption that these models are valid if 
the robot has low speed, low acceleration and 
light load [12). 

However, dynamic modelling of mobile 
robots is very importo.nt as they are designed 
to travel at higher speed and perform heavy 
duty work. This paper uses dynamic model 
and control strategy for wheeled mobile robot 
on two wheels and a castor. The mobile robot 
considered here is shown in Fig.3. It consists 
of a vehicle with two driving wheels mounted 
on the same axis, and a front passive wheel 
for balance. The two driving wheels are 
controlled independently by motors. Let the 
mobile robot be rigid moving on the plane. 

y 

1.1.!ft Ori,in,g 
WhDt>I 

R .. kl"fnco 

D Potn1 
. ., 1.,a,,, l),it'SD. , 

Wl-..•d 

Mv 

Fig.3: Model of mobile robot 

We assume that the absolute coordinate 
system OXY is fixed on the plane. Then, the 
dynamic property of the robot is given by the 
following equation of motion [16]: 



 

.. 
I.B = D,l -D1l 

• 
M v =D, + D 1 

... (2) 

. .• (3) 

For the right- and left-wheels, the dynamic 

property of the driving ~-ystem becomes 

•• • 
I ,1, + c A. . = ku . - rD 1 .•. (4) 

w Ys Y', 1 

(i=r,l) 
Where each par'dllleter and variable is 

defined as follows: 
I,.: moment of incn ia around tl1e C.G. of 

robot 
M: mass of the robot 
D1, l),: left and right driving force.s 

/ : distance between left and right wheel and 

the e.g. of robot 

0: azimuth of the robot 
v : velocity of the robot 
lw: moment of inertia of wheel 
c : viscous ftiction factor. 
k : driving gain factor. 
r : radius of wheel. 

¢ ; rotational angle of wheel. 
u;': driving input. 
On the other hand, the geometrical 

relationship~ among variables 0, v and ¢ 1 are 
given by 

• 
r¢ ,=v+ l0 

• • 
r (J, = v- /0 

. .. (5) 

. .. (6) 

From these cquatiol\S, defining the state 

variable for the robot as 

X=[V O o]T 
The manipulated variable as u = [u,, u1f 

, and the output variable as 

y = [ v BY yields the following state 

equation: 

• 
x = Ax + Bu 
y = Cx 

... (7) 

... (8) 
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Where 

2c 2c/ 2 

a l = - i,r 2 21 , Oz = - l r2 + 21 12 
JVIr + w v II' 

b, = 
' -

krl 

The mobile robot physical parameters are 

given in Table I : 

Tablel: The values of known physical 
parameters oftl,e mobile robot 

'1 :' Parameter ] - -~ Value I Unit i 
"·--·-· ·-·· ., ..... - ~ .. . --~ .... ..:. ,_: __ , .. __ _: ··-·· ·-····-·-' 

I-: -~-t--· '.--: .. -l --.. --t:o· ···-·-+·r.ci;~-) 
: .. ; ' : - . 
·, / · . 0.3 ,m . r . ·'·. ·1.,· ·· . . ·r--0.005 .!'icg.m1 i 
i • • • _ ......,:._ __ ___ _ ___ , .,. ..J _ _ _ _ ...J 

i---·· -~: . -~ .. : .... ~ .. 1 . ..... __ '!:_05 .. .. j .. /(&:s. .. ! 
\. . ; , I 0.1 , m 
1-- ·- - - ·"·· ...... ,->....... . .J ....... ... " ., 

i __ · ·- ···-- -If..~-'-·' _ !._ ___ _ 5_ ........ J _ .:.. I 

To simulate the above mobile robot model, 

we use th1: State-Space block in Matlab 
simulation environment as shown in fig.4 
with 4th order Runge-Kutta-Gill method with 

nn integration step I [ms]. The velocity and 

azimuth of the robot are controlled by 
mW>ipulating the torques for the left wheels 

(Ur) and the right wheels (U,). 
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Fig.4: Block diagram for the mobile robot 
model in Matlab/Simulink environment 

4. GA-Based PID Controller Tuning 

Genetic algorithms have been utilized in 
robotics for both path planning and the design 
of behavioral controllers [9]. As a 
mathematical means for optimi7..ation, GAs 
can naturally be applied to the optimal-tuning 
of PID conll'ollers. With reference to a step 
input signal for velocity and deviation line 
with slope (-5) for azimuth, the role of the 
PID controller is to drive the output response 
within the user's specifications. Obviously, 
the parameter settings of the PID controller 
should be fine-tuned so as to meet as high 
requirements as possible. Optimization of PID 
controllers firstly needs design the 
optimization goal, and then • encode t~e 
parameters to be searched. Genetic operator ts 
running until the stop condition is satisfied. 
The decoding values of the last chromosome 
are optimized parameters of the PID 

. .. . .. •-.,:·-·•·. ·. . ........ ,,,.,,, . . .. -.. P,aniotl · ·, JI'- u: ·'.iL .. ·•d·.- ·11:•::, ",., •.... ,,11..,:. 11· .. 
n .. ·····t.,.. -~ ..... ;• ... :··,,4· ·-iii ··••"M:· .,,. 1°. ,1,·:.'. 
,1; 3RD .,;., •,1.,, .··c,,.f•: •>.> . ' . ::IA. ·, .• .,., •. ·· . ,.o ,_ 
controller_ To obtain the optimal controller, 
the following implementations of the genetic 
algorithm are us~. 

S. Representation of Parameters 

For most applications of genetic algorithms 
to optimize problems, the real coding 
technique is used to represent a solution to a 
given problem [17]. In this work, real valued 
representation is used. This is for many 
reasons; the first is that the values that de.al 
with are real, then to prevent encoding of the 
floating point values with a binary encoding 
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and this need more genes, the second, is the 
precision, the third; are the processes of 
encoding and decoding take much time. Each 
chromosome represents a solution of the 
problem, it consists of eight genes: : vector 

::= [Kp,K.,K,,K.,KpJKd,K;1K.,], it 
represents ( , and ) for PlD -:Azi~uth 
controller gains {right torque) with nght 
scaling gain ( ) and ( , and ) for 
PIO Velocity controller gains (left totque) 
with.left scaling gain ( ). It must be noted 
here that the searching area of each gain 
(gene) must be specified (0 to I 00) with l 0 
orders precision for floating point value. 

i.Crossover 

Crossover allows an improvement in the 
species in terms of evolution of new 
solution/I at random on each parent and then 
, complementary fractions from the two 
parents are linked together to form a new 
chromosome[l 0, 11]. 

There are several functions of crossover 
(Scattered, Single point, Two point, 
Intermediate, Heuristic Arithmetic and line) 
[18), by experience for each type to obtain 
the minimum fitness, the scattered cros.~over 
is best, so, the scattered crossover will be 
used here. 

This is to create a random binary vector 
and selects the genes where the vector is a I 
from the first parent, and the genes where 
the vector is a O from the second parent, and 
combin~s the genes to form the child [l 9]. 
.For example, if p I and p2 are the parents. 

And the binary vector is (1 1 0 0 1 0 0 OJ, 
the function returns the following child: 

ii. Mutation 

The mutation operator alters a copy of a 
chromosome reintroducing values that might 
have been lost or creating totally new features 
[10,11]. 

There are several functions of mutation 
(Gaussian, Uniform and Adaptive Feasible), 
by experii:nce for each type to obtain the 
minimum fitness, the Adaptive Feasible 



 

mut-.ilion is best, so, the Adaptive Feasible 

mutation will be used in this paper. Which is 

randomly generates directions that are 

adaptive with respect to the last SUC1:essful or 

unsuccessfuJ generation. 
The feasible region is bounded by the 

constraints and inequality constraints. A step 

leni.'1.h is chosen along each direction so thi.t 

Jirn:ar constraints and bounds arc satisfied 

[19]. 

iii. Fitness Function 

Fitness function decides whether a 

chromosome will contribute to the next 

generation (\OJ. 
To evaluate the controller performance, the 

Mean Square Error (MSE) is used as a 

fitness function [20): 

I~ i 
I .,.~5 = - L... (e(K)) 

n /(.uJ 

.. . (9) 

Where n represents number of samples, e(t) is 

the error for each A1:imuth and Velocity as 

following in the equations. 

MSF. A:imuth a J .. :t (I, (K ) - fi(K )) ' 
n ,., 

MSt:: _ v,Joc;iy 
I • • -:E (v,(I( )- v (K )) 2 

n c-1 

Where ~d, ({Id are the desired velocity and (he 

desired az.imuth, respectively. v, <p are the 

actual velocity and the actual azimuth of the 

robot, respectively. 
Minimization of this MSE ensures that the 

system reaches its final state quickly as we ll 

as steady state error is small, in this paper, the 

MSF.Jotal will be used as fitness function. 

h·.Scleet Probability 

The selection procedure depends on the 

value of the fitnes~ function. Individuals with 

low-fi1ness have a better chance of 

reproducing, while high-fitness ones will 

disappear (\0,11). 
To maintain a reasonable differential 

between relative fitness ratings of 

chromosomes and to prevent a too-rapid 

takeover by some super chromosomes, there 
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are several functions for selection (Stochastic 

Universal Sampling, Remainder, Uniform, 

Roulette and Tournament), by experience for 

each type to obtain the minimum fitness, the 

Stochastic Universal Sampling selection is 

best, so, lhe Stochastic unifom1 selection will 

use in this paper. 
The stochastic unifonn, lays out a line In 

which each parent corresponds to a section of 

the line of length proportional to its scaled 

value. 
The algorithm moves along the line in 

steps of equal siu. 
At each step, the algorithm allocates a 

parent from the section it lands on. The first 

step is a uniform random number less than the 

step size (I 8,19). 

v. Termination Condition 

Maximum generation termination method 

is used to decide whether the termination 

condition is satisfied or nol. 

6. Simulations results 

The block diagram of the mobile robot 

control system using Matlab/Simulink 

environment for the closed loop system model 

with two PJDs controllers is shown in Fig.5, 

one Pll) controller used for control of velocitv 

and another for control azimuth of mobil~ 

robot. The velocity and azimuth of the robot 

are conrrolled by manipulating the torquc:s for 

the left- and the right-wheels. 

The velocity error ev and the azimuth error 

e~ are considered as the inputs, and the 

driving torque required for controlling the two 

wheels u1 and u, are considered as the 

output. Here, the in put deviations e, and e.i 

are defined by 

ev=vd -v 

e0 "'0d - 0 
... (10) 

Where vd , Od : arc the desire velocity and 

tbe desirt: azimuth, respectively. v, 0: are the 

actual velocity and the actual !l:limuth of the 

robot, respectively . 
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The summaries of genetic algorithm 
parameters chosen for the tuning purpose of 
PIO controller gains are shown in Table 2. 

Fig.5: Simulation model of system control 
using two PID co11trollers in Matlab/Simu/lnk 

environment 

To simulate the mobile robot model, used 
the reference velocity V4 given as I [ m/sec) 
and the reference azimuth to create circular 
trajectory is represented by the following 
equation: 
8 = (2x ,r)/(m)x f(t){rad] ... (11) 

Where m (slope) = -5, ftt)=t { t=0, 1, 2 
.. . 5 sec}, the simulation of reference azimuth 
is carried out by using simulink blocks as 
shown in Fig.6. 

f(u) 

(-2°pi)/(.,)*u Azimuth 

Flg.6: Block diagram/or desired atim11th 
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Table2: GA Parameters 

! : NO; l ..... .Para11telol"$ ( . D*rri»t.on ..I 
l ·' ·• · ··1 Chromosom~ . j , . · 1.. od" Real encodmg ; 
j-. _· _ enc !!!!&.. --····""'"--'"·---·-·--·-· ··-I 

. ,. I _ _;,::o~! .. J _ ···----·-- .500 ·-·-· .. ·--······ ': '+ No. of . ·· 1 20 (19 randomly and l by ! 
3 ; chromosome~ m . Trial and Error) , 

, ; . .J;~!!_s~nera!!_(!Jl_.i__._. __ .......... _ ·- . . _ .. , 
, 4 l No. of variables in [ S i . 

· ..... each.chromosomu· __ .. _ ... __ . ___ .................. ·-' 
. T &E initial . . 

•, j chromosome [KpR 
S . KdR Kilt KoR (20,2.8,0.2.5,32.2.9.1.33,0.2] 

: Kpl-Kdl.KiL 

: ___ .. ----···· KuLJ.. .. ....... ··--·- ---··---·--· 
L._§._J_ .Fitness function Mean Sq11ircE_l!!'!"JM..S~).____; 

1·•·,;;1 j __ Selection me~~~-.J ...... ~'.~br~l!~:~~~l-··-··: 
:~-~.:....:.! · Crosso~~r !"~tho{J .. ···-- Scatterec!_. ___ . __ , 

. .i...~ jJ . .1\-f~!.~.~ method _J •···· ...... Adaptive .f.~ible . j 
,__iLl ___ !,~jnatio_n_j Number of generation .. _.! 

When the GAs parameters in table2 are used 
by Matlab optimization tool of GA, it displays 
a plot of the best and mean values of the 
fitness function at each generation. When the 
algorithm stops, the plot appears as shown in 
Fig. 7, the points at the bottom of the plot 
denote the best fitness values (dote points), 
while the points above them denote the 
averages of the fitness values in each 
genClration (star points). The plot also displays 
the best and mean values in the current 
generation numerically at the top . 

(_; ~-:::_;._] l -

Fig. 7: MSE vs. generations for PID 
controller tut1ed by GA 



 

Fig.(8) illus1cates the response for azimuth, 

error of azimuth, velocity, and error of 
velocity for Pill controller tuned by Genetic 

algorithm. 
c ~ ,.,..-1<,,'me c,~u.., •.ut"'1h L-c,no ~ Onommie, 1VeJ&.,y QA 

r :~•i<t:ti••••f ... trr J .... , .. , .... ' } ,"--j ..... , . .... f ...... , ..... ' '"j 

t ti t U:l'.Jibt~ 
C ') 1 l .ti 1 2.~ 3 ,U , • ~ I 

r1111•:e.t) 
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Fig.8: Azimuill, Velocity 4nd Errors 

/C>r each one/or using PID controlkr 
tuned by GA 

In order to transfer the azimuth (0) and 

velocity (v) of mohi!e robot into the 

trajectory, we use the following equarioo.s 
[21]: 

x = v cos( 0 ) . . . (12) . 
y = v sin( 0) 

The x-y t ransducer block trdllsfer Velocity 

and Azjmulh imo (Xe, Ye) coordinates in 

Matlab / simulink is illustlated as shown in 

Fig.9, Fig.1O shows the circular trajectory 

when a lied the x- transducer block. 

Fig.9: A simulink model of transducer blocks to 

tra,rsfer f rom velocity and azimuth into (Xe, Ye) 
coordinates 
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X· y Cf'COial ·rr<1,ecl0,Y T nc'ior.e 1,1iing F'IC :Ofllroler ti:nec: try GA 
0. · ~-0· 

.,2 ....... ; ... ··;·······!·······1·······!·······!·······!·······!· 
l l ! l i : , .. :·······:·······:·······:··········· ··i······ 

.... !-.. ----=J,.._-J.-----=;::::;,,,_~,;:;:-:::Jr:--... i.. . 
-00 -0• I 0■ U 

~ 

·,:t~.r-~E:1,~~:~t~'~ .. :J:::::::~: 
► : 
V -1.W~ . ' 

~ ··~ . ~~:~1---=r~ 

• '···:·"·"j--·-y--· -t----·i----·;--· i ..... J ..... : .... 

3 ., ... ,: ...•.• ; . : ' • 

i : ~:: t:J:( :::::i,. ::J.,::::::! .. ·:: · 1 .. ·· ;. -- ·, ··· .. \.... 
·r ···· 1······:"----

• .... :·--·:----i----:----L .. !. ],. r ·-, 

.. 1 : , _..L_-1 , ~ . . , I 
0 O.!i I 1$ 2 1.5 ~ 3.6 ' ,:5 & 

T~IIK) 

Fig./ 0: Circular trajectory and x-y errors 
when used PID controller tuned by GA 

Table 3 illustrates the Mean Square Error 
for each the initial gains (first iteration) 
,which is obtained by using trial and error 
(T &E) tuning method, and the finial iteration 
of gains by u.-1ing genetic algorithm method, 
this table has the percentage improvement 
between them ( T &E and GA), the percentage 
improvement represented by the following 
equation: 

((Old_ value-New_ value)l(Old _ value))x 109 (13) 

Table3: Mean Square Error's (MSE's) -.,aluesfor PlD 
__ co11tr0Uer tuned bl:§A with. perce~e improvement. . 

Gains by .trail and.error (initial gains). ' 
····-·--·--····· ·--- .. ·-· ..• ·,- ..•... ······-----·:•· .... _ .. __ .. __ ,,.--.-·····-'·--····- ..... 1 

---~ga~i:8-(20,2.8,0.2,5,32,2,9,1.33,0.2) -··· ____ _j 
MSE Azimuth I MSE Velocity ! MSE_'f9µ1 ... _! 

--· -~'OSE--05 i 5.74E..02 ___ . ___ 0.!.~~75-
.GJns by GA. (fii!.ial it.eration of GA) . .. i I---·---·---· 

' gaio~t79.5000 2.8000 9S. 7000 6S.0000 96.6250 

,. ·--······--·---·--·-- 0.52S0 _47.JJOO ___ 4.9453) ··-····-· __ ----·--' 
' .. MS.E Azimuth ___ J.MSE Velocig,_! ____ MSE_Total 

2.30.E-07 . ·-·--·~:~E-03_._ .. ·'- ----·-·-. 0_0048 ... 
. Per«otage Impi:ovcmeot between triafand enor.alid GA. I 

, MSE_Azimutbo/o .. MSE Velocity%_~-- MSE Total% 

; __ ·- ..... 99.71% ....... .L. ____ 9t.64% . ---·L·-·--· 9t.6s%. . 

In order to test the robustness of PIO 
controller, applied this controller for tracking 
several different paths as follows: 
I) CirculDr traj~tory tracking 
2) Line trajectory tracking 
3) Wave trajectory tracking 

The test is done with and without loading. 
a) Without loading 
1) Circular trajectory tracking: the 

reference velocity is giv~n as 1 [ m/sec] and 
the reference azimuth is represented by Eq 
(11). 

2) Line trajedory tracking: the reference 
velocity is given as 4.243 (m/sec] and the 
reference azimuth is 0_7854 [rad] (45.) to 
arrive a target point (15, 15)) in Fig.11. 

3) Wave trajectory tracking: the reference 
Velocity and Azimuth is sine wave with 
amplitude = -1 to 1 and frequency = 3 
[rad/sec) as shown in Fig.12. 
Tablc4 illustrates the MSE for wave and 

line tracking. 
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Fig. I I : Line Trajectory Tracking 
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b) With Load 
The disturbances ,vi ii be represented by 

another mas~ added to the initial mass (MO) 

as follows: 
Ml= (MO+O.l MO)= (200+20) =220 Kg 

M2• (M0+02 MO) = (200-,-40) ~240 Kg 

M3-= (M0+0.5 MO) = (200• l 00) =300 Kg 

The mass of the mobile robot is changed 

from 200 Kg to 220,240 and 300Kg, the 

simulation is performed for each all previous 

paths. Tables illustrates the !\-fSE for all paths 

with different loading . 
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7. Conclusions 

The paper deals with the modeling and 
control strategies of the motion of wheeled 
mobile robots. The model of the vehicle has 
two driving wheels and the angular velocities 
of the two wheels are independently 
controlled. This paper has suggested a fine
tuning technology for optimal design of a PID 
controller for a mobile robot based on genetic 
algorithms. The designed controller is tested 
for different paths. Simulation results show 
good performance for the designed control 
structure. Also it shows good robustness. 
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